	Sl.NO.

	YEAR
	scientist
	development
	Award/patent/organization

	

	
	
	
	

	1
	1925
	Julius Lilienfield
	Original idea of FET
	US patent

	2
	1935
	Oscar Heil
	Structure of closely resemblingMOSFET
	British patent

	3
	1947
	John bardeen and Walter brattain
	Point contact transistor
	Bell lab(nobel prize in1956)

	4
	1947
	Bell Lab
	BJT
	BELL LAB

	5
	1958
	Jack Kilby
	IC of two transistors
	Texas Instrument( nobel prize in2000)

	6
	1963
	Frank Wanlass
	Logic gates(MOSFET)
	Fair child
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Comparison between  MOS integrated Circuit and BJT integrated circuit
I) Low cost
Ii) Less  occupied area
iii) Simpler fabrication process 
Earlier ICs using p-MOS FETs –demerits
i) Poor performance,
ii) Yield, 
iii) Reliability, 
 ICs using nMOSFETs-merits
i) nMOS process was less expensive than CMOS
 ii) nMOS logic gates still consumed power while idle.
CMOS processes were widely adopted and have essentially replaced nMOS and bipolar processes for nearly all digital logic applications. The feature size of a CMOS manufacturing process refers to the minimum dimension of a transistor that can be reliably built
                                                                                                  )
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	year
	Device
	Feature size

	1971
	4004 microprocessor
	10µm

	2008
	Core 2 Duo
	45 nm





Process Generation

Manufacturers introduce a new process generation (also called a technology node) every 2–3 years with a 30% smaller feature size to pack twice as many transistors in the same area. Feature sizes down to 0.25 µm are generally specified in microns while smaller feature sizes are expressed in nanometers. 
Effects in micron processes, such as transistor leakage, variations in characteristics of adjacent transistors, and wire resistance, are of minor significance in micro meter processes where as in nanometer processes,these effects are  of great significance. By the 45 nm generation, designers are having to make trade-offs between improving power and improving delay.
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Intel pioneered nMOS technology with its 1101 256-bit static random access memory and 4004 4-bit microprocessor,.
Power consumption became a major issue in the 1980s as hundreds of thousands of transistors were integrated onto a single die. 

MOORE OBSERVATION
In 1965, Gordon Moore observed that plotting the number of transistors that can be most economically manufactured on a chip gives a straight line on a semilogarithmic scale. At the time, he found transistor count doubling every 18 months. This observation has been called Moore’s Law.Moore’s Law is driven primarily by scaling down the size of transistors and, to a minor extent, by building larger chips. Moore’s Law has become a self-fulfilling prophecy because each company must keep up with its competitors. this scaling cannot go on forever because transistors cannot be smaller than atoms. . In the early 1990s, experts agreed that scaling would continue for at least a decade but beyond the point the future was murky(dark).
 Unit 1 (VLSI-DESIGN-7th Sem)
In 2009, we still believe that Moore’s Law will continue for at least another decade A corollary of Moore’s law is Dennard’s Scaling Law : as transistors shrink, they become faster, consume less power, and are cheaper to manufacture. Dennard scaling has already begun to slow. However, many predictions of fundamental limits to scaling have already been proved to be wrong. Creative engineers and material scientists can still go ahead of their competitors
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 This figure shows that the number of transistors in Intel microprocessors has doubled every 26 months since the invention of the 4004

The level of integration of chips has been classified as
i) Small-scale integration 
7404 inverter with fewer than 10 gates, roughly half a dozen transistors per gate
ii) Medium-scale integration,
 74161 counter, with 1000 gates.
iii) Large-scale integration,
 simple 8-bit microprocessors with 10,000 gates
iv)Very large scale integration
Most integrated circuits from the 1980s onward
Frequency scaling
Intel microprocessor clock frequencies have doubled roughly every 34 months. clock frequencies have leveled off around 3 GHz. Presently, the performance is driven by the number of cores on a chip rather than by the clock. 
A major design consideration:
Even though an individual CMOS transistor uses very little energy each time it switches, the
enormous number of transistors switching at very high rates of speed have made larger power
consumption. as transistors have become so small, they cease to turn completely OFF. Small amounts of current leaking through each transistor now lead to significant power consumption when multiplied by millions or billions of transistors on a chip.
Although the cost of printing each transistor goes down,yet the one-time design costs are increasing exponentially, relegating state-of-the-art processes to chips that will sell in huge quantities or that have cutting-edge performance requirements.  
.
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Marketing of Semiconductor Devices (Data taken from Marketing Graph)
And Technology  Node progress





PREVIEW

· As the number of transistors on a chip has grown exponentially, designers have 
             believed on increasing levels of automation to seek corresponding productivity gains.
· Many designers spend much of their effort specifying functions with hardware description languages and seldom look at actual transistors.
·  CHIP DESIGN IS NOT SOFTWARE ENGINEERING. Addressing the harder problems requires a fundamental understanding of circuit and physical design. 
· we will take a simplified view of CMOS transistors as switches.
·  With this model we will develop CMOS logic gates and latches. CMOS transistors are mass produced on silicon wafers using lithographic steps much like a printing press process.
· We  will explore how to lay out transistors by specifying rectangles indicating where dopants   should be diffused, polysilicon should be grown, metal wires should deposited, and contacts should be etched to connect all the layer.
·  We will understand all the principles required to design and lay out your own simple   CMOS chip.An extended example will be demonstrating the design of a simple 8- bit MIPS microprocessor chip.
· . The best way to learn VLSI design is by doing it. A set of laboratory exercises are available at www.cmosvlsi.com to guide you through the design of your own microprocessor chip.

Metal-Oxide-Semiconductor (MOS)
. Transistors are built on nearly flawless single crystals of silicon, which are available as thin flat circular wafers of 15–30 cm in diameter. CMOS technology provides two types of transistors (also called devices): an n-type transistor (nMOS) and a p-type transistor (pMOS). Transistor operation is controlled by electric fields so the devices are also called Metal Oxide Semiconductor Field Effect Transistors (MOSFETs) or simply FETs. Cross-sections and symbols of these transistors are shown in Figure 1.9. The n+ and p+ regions indicate heavily doped n- or p-type silicon

[image: ]
the gate is formed from polycrystalline silicon (polysilicon), but the name stuck. The gate is a control input: It affects the flow of electrical current between the source  and drain. Consider an nMOS transistor.. If the gate is grounded, no current flows through the reverse-biased junctions. we say the transistor is OFF. If the gate voltage is raised slightly above ground potential, it creates an electric field to attract free electrons to the underside of the Si–SiO2 interface. If the voltage is raised enough, the electrons outnumber the holes and a thin region under the gate called the channel is inverted to act as an n-type semiconductor. Hence, a conducting path of electron carriers is formed from source to drain and current can flow. We say the transistor is ON. For a pMOS transistor, the situation is again reversed. When the gate of an nMOS transistor is 1, the transistor is ON and there is a conducting path from source to drain. When the gate is low, the nMOS transistor is OFF and almost zero current flows from source to drain. A pMOS transistor is just the opposite, being ON when the gate is low and OFF when the gate is high. This switch model is illustrated in Figure 1.10, where g, s, and d indicate gate, source, and drain. This model will be our most common one when discussing circuit behavior.
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CMOS LOGIC (COMBINATIONAL CIRCUITS,)

INVERTER, 2-INPUT NAND GATE,2- INPUT NOR GATE  AND 3- INPUT NOR GATE
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BEHAVIOUR OF SERIES  AND PARALLEL TRANSISTORS

Two or more transistors in series are ON only if all of the series transistors are ON.Two or more transistors in parallel are ON if any of the parallel transistors are ON. This is illustrated in Figure 1.15 for nMOS and pMOS transistor pairs.
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 COMPOUND GATE     
 Case 1:Y (
This function is sometimes called AND-OR-INVERT-22, or AOI22 because it performs the NOR of a pair of 2-input ANDs. For the nMOS pull-down network, take the uninverted expression ((A · B) + (C · D)) indicating when the output should be pulled to ‘0.’ The AND expressions (A · B) and (C · D) may be implemented by series connections of switches, as shown in Figure 1.18(a). Now ORing the result requires the parallel connection of these two structures, which is shown in Figure 1.18(b). For the pMOS pull-up network, we must  compute the complementary expression using switches that turn on with inverted polarity.
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Case 2 CMOS COMPOUND GATE FOR FUNCTION 
              Y (
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PASS TRANSISTOR AND PASS GATE (TRANSMISSION GATE)
An nMOS transistor is an almost perfect switch when passing a 0 and thus we say it passes a strong 0. However, the nMOS transistor is imperfect at passing a 1. A pMOS transistor again has the opposite behavior, passing strong 1s but degraded 0s. When an nMOS or pMOS is used alone as an imperfect switch, we sometimes call it a pass transistor.
 The nMOS transistors only need to pass 0s and the pMOS only pass 1s, so the output is always strongly driven and the levels are never degraded. This is called a fully restored logic gate and simplifies circuit design considerably 
. Good CMOS logic designers exploit the efficiencies of compound gates rather than using large numbers of AND/OR gates.
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PASS GATE  (TRANSMISSION GATE)
By combining an nMOS and a pMOS transistor in parallel (Figure 1.21(a)), we obtain a switch that turns on when a 1 is applied to g (Figure 1.21(b)) in which 0s and 1s are both passed in an acceptable fashion (Figure 1.21(c)). We term this a transmission gate or pass gate          
[image: ] 



Tristates

Tristates were once commonly used to allow multiple units to drive a common bus, as long as exactly one unit is enabled at a time. If multiple units drive the bus, contention occurs and power is wasted. If no units drive the bus, it can float to an invalid logic level that causes the receivers to waste power. Moreover, it can be difficult to switch enable signals at exactly the same time when they are distributed across a large chip. Delay between
different enables switching can cause contention. Given these problems, multiplexers are now preferred over tristate busses.

[image: ][image: ][image: ]
Multiplexers
Multiplexers are key components in CMOS memory elements and data manipulation  structures. A multiplexer chooses the output from among several inputs based on a select  signal. A 2-input, or 2:1 multiplexer, chooses input D0 when the select is S0 and input D1 when the select is S1. The truth table is given in Table 1.6; the logic function is 
Y = · D0 + S · D1. Larger multiplexers can be built from multiple 2-input multiplexers or by directly ganging together several tristates. The latter approach requires decoded enable signals for each tristate; the enables should switch simultaneously to prevent contention. 4-input (4:1) multiplexers using each of these approaches are shown in Figure 1.30. In practice,
both inverting and noninverting multiplexers are simply called multiplexers or muxes.
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Sequential circuits
Sequential circuits have memory: their outputs depend on both current and previous inputs. Using the combinational circuits developed so far, we can now build sequential circuits such as latches and flip-flops. These elements receive a clock, CLK, and a data input, D, and produce an output, Q. A D latch is transparent when CLK = 1, meaning that Q follows D. It becomes opaque when CLK = 0, meaning Q retains its previous value and ignores changes in D. An edge-triggered flip-flop copies D to Q on the rising edge of CLK and remembers its old value at other time

 Latch
A D latch built from a 2-input multiplexer and two inverters is shown in Figure 1.31(a). The multiplexer can be built from a pair of transmission gates, shown in Figure 1.31(b), because the inverters are  estoring. This latch also produces a complementary output, Q. When CLK = 1, the latch is transparent and D flows through to Q (Figure 1.31(c)). When CLK falls to 0, the latch becomes opaque. A  eedback path around the inverter pair is established (Figure 1.31(d)) to hold the current state of Q indefinitely. The D latch is also known as a level-sensitive latch because the state of the output is  ependent on the level of the clock signal, as shown in Figure 1.31(e). The latch shown is a positive-level-sensitive latch, represented by the symbol in Figure 1.31(f ). By inverting the control connections to the multiplexer, the latch becomes negative-level-sensitive.
[image: ]
 FLIPFLOP
By combining two level-sensitive latches, one negative-sensitive and  one positive-sensitive, we construct the edge-triggered flip-flop shown in Figure 1.32(a– b). The first latch stage is called the  aster and the second is called the slave. While CLK is low, the master negative-level-sensitive latch  output (QM) follows the D input while the slave positive-level-sensitive latch holds the previous value  Figure 1.32(c)). When the clock transitions from 0 to 1, the master latch becomes opaque and holds the D value at the time of the clock transition. The slave latch becomes transparent, passing the stored master value (QM) to the output of the slave latch (Q). The D input is blocked from affecting the output because the master is disconnected from the D input (Figure 1.32(d)). When the clock transitions from 1 to 0, the slave latch holds its value and the master starts sampling the input again.  while we have shown a transmission gate multiplexer as the input stage, good design practice would buffer the input and output with inverters, as shown in Figure 1.32(e) flip-flops may experience hold-time failures if the system has too much clock skew, i.e., if one flip-flop triggers early and another triggers late because of variations in clock arrival times. In industrial designs, a great deal of effort is
devoted to timing simulations to catch hold-time problems. When design time is more important (e.g., in class projects), hold-time problems can be avoided altogether by distributing a two-phase non overlapping clock. Figure 1.33 shows the flip-flop clocked with two non overlapping phases. As long as the phases never overlap, at least one latch will be opaque at any given time and hold-time problems cannot occur.
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CMOS Fabrication and Layout
We begin by looking at the cross-section of a complete CMOS inverter. We then look at the top view of the same inverter and define a set of masks used to manufacture the different parts of the inverter. The size of the transistors and wires is set by the mask dimensions and is limited by the resolution of the manufacturing process.
 INVERTER CROSS  SECTION
Figure 1.34 shows a cross-section and corresponding schematic of an inverter. In this diagram, the inverter is built on a p-type substrate. The pMOS transistor requires an n-type body region, so an n-well is diffused into the substrate in its vicinity. the nMOS transistor has heavily doped n-type source and drain regions and a polysilicon gate over a thin layer of silicon dioxide (SiO2, also called gate oxide). n+ and p+ diffusion regions indicate heavily doped n-type and p-type silicon. The pMOS transistor is a similar structure with p-type source and drain regions. The polysilicon gates of the two transistors are tied together somewhere off the page and form the input A. The source of the nMOS transistor is connected to a metal ground line and the source of the pMOS transistor is connected to a
metal VDD line. The drains of the two transistors are connected with metal to form the output Y. A thick layer of SiO2 called field oxide prevents metal from shorting to other layers except where contacts are explicitly etched. A junction between metal and a lightly doped semiconductor forms a Schottky diode that only carries current in one direction. When the semiconductor is doped more heavily, it forms a good ohmic contact with metal that provides low resistance for bidirectional current flow. The   substrate must be tied to a low potential to avoid forward-biasing the p-n junction between the p-type substrate and the n+ nMOS source or drain. Likewise, the n-well must be tied to a high potential. This is done by adding heavily doped substrate and well contacts, or taps, to connect GND and VDD to the substrate and n-well, respectively.
FABRICATION PROCESS
1. The fabrication sequence consists of a series of steps in which layers of the chip are defined through a process called photolithography. Because a whole wafer full of chips is processed in each step, the cost of the chip is proportional to the chip area, rather than the number of transistors.
2.   Smaller transistors are also faster because electrons don’t have to travel as   far to get from the source to the drain, and they consume less energy because fewer electrons are needed to charge up the gates
      3     The inverter could be defined by a hypothetical set of six masks: n-well,  
             polysilicon, n+ diffusion, p+ diffusion, contacts, and metal
4  Masks specify where the components will be manufactured on the chip. Figure 1.35(a) shows a   top view of the six masks. 
The process begins with the creation of an n-well on a bare p-type silicon wafer. Figure 1.36 shows cross-sections of the wafer after each processing step involved in forming the n-well; Figure 1.36(a) illustrates the bare substrate before processing. Forming the n-well requires adding enough Group V dopants into the silicon substrate to change the substrate from p-type to n-type in the region of the well. To define what regions receive n-wells, we grow a  protective layer of oxide over the entire wafer, then remove it where we want the wells. We then add the n type  dopants ; the dopants are blocked by the oxide, but enter the substrate and form the wells  here there is no oxide. The next paragraph describes these steps in detail. The wafer is first oxidized in a high-temperature (typically 900–1200 °C) furnace that causes Si and O2 to react and become  SiO2 on the wafer surface (Figure 1.36(b)). The oxide must be patterned to define the n-well. An  rganic photoresist2 that softens where exposed to light is spun onto the wafer (Figure 1.36(c)). The  photoresist is exposed through the n-well mask (Figure 1.35(b)) that allows light to pass through only where the well should be. The softened photoresist is removed to expose the oxide (Figure 1.36(d)). The oxide is etched with hydrofluoric acid (HF) where it is not protected by the photoresist  (Figure 1.36(e)), then the remaining photoresist is stripped away using a mixture of acids called piranha etch (Figure 1.36(f )). The well is formed where the substrate is not covered with oxide. Two ways to add dopants are diffusion and ion implantation. In the diffusion process, the wafer is placed in a furnace with a gas containing the dopants. When heated, dopant atoms diffuse into the substrate. Notice how the well is wider than the hole in the oxide on account of lateral diffusion (Figure 1.36(g)). With ion implantation, dopant ions are accelerated through an electric field and blasted into the substrate. In either method, the oxide layer prevents dopant atoms from entering the substrate where no well is intended. Finally, the remaining oxide is stripped with HF to leave the bare wafer with wells in the appropriate places. The transistor gates are formed next. These consist of polycrystalline silicon, generally called polysilicon, over a thin layer of oxide. The thin oxide is grown in a furnace. Then the wafer is placed in a reactor with silane gas (SiH4) and heated again to grow the polysilicon layer through a process called chemical vapor deposition. The polysilicon is heavily doped to form a reasonably good conductor. The resulting cross-section is shown in Figure 1.37(a). As before, the wafer is patterned with photoresist and the polysilicon mask (Figure 1.35(c)), leaving the polysilicon  gates at the thin gate oxide (Figure 1.37(b)). The n+ regions are introduced for the transistor active area and the well contact. As with the well, a protective layer of oxide is formed (Figure 1.37(c)) and patterned with the n-diffusion mask (Figure 1.35(d)) to expose the areas where the dopants  are needed (Figure 1.37(d)). Although the n+ regions in Figure 1.37(e) are typically formed with ion implantation, they were historically diffused and thus still are often called n-diffusion. Notice that the polysilicon gate over the nMOS transistor blocks the diffusion so the source and drain are separated by a channel under the gate. This is called a self-aligned process because the source and drain of the transistor are automatically formed adjacent to the gate without the need to precisely align the masks. Finally, the protective oxide is stripped (Figure 1.37(f )). The process is repeated for the p-diffusion mask (Figure 1.35(e)) to give the structure of Figure 1.38(a). Oxide is used for masking in the same way, and thus is not shown. The field oxide is grown to insulate the wafer from metal and patterned with the contact mask (Figure 1.35(f )) to leave contact cuts where metal should attach to diffusion or polysilicon (Figure 1.38(b)). Finally, aluminum is sputtered over the entire wafer, filling the contact cuts as well. Sputtering involves blasting aluminum into a vapor that evenly coats the wafer. The metal is patterned with the metal mask (Figure 1.35(g)) and plasma etched to remove metal everywhere except where wires should remain (Figure 1.38(c)). This completes the simple fabrication process.
                Modern fabrication sequences are more elaborate because they must create complex doping profiles around the channel of the transistor and print features that are smaller than the wavelength of the light being used in lithography. However, masks for these elaborations can be automatically generated from the simple set of masks we have just examined. Modern processes also have layers of metal, so the metal and contact steps must be repeated for each layer. Chip manufacturing has become a commodity, and many different foundries will build designs from a basic set of masks.
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Layout design rules

. Industrial design rules are usually specified in microns. This makes migrating from one process to a more advanced process or a different foundry’s process difficult because not all rules scale in the same way. Mead and Conway [Mead80] popularized scalable design rules based on a single parameter, λ, that characterizes the resolution of the process. λ is generally half of the minimum drawn transistor channel length. This length is the distance between the source and drain of a transistor and is set by the minimum width of a polysilicon wire. For example, a 180 nm process has a minimum polysilicon width (and hence transistor length) of 0.18 µm and uses design rules with λ = 0.09 µm. Lambda-based rules are necessarily conservative because they round up dimensions to an integer multiple of λ.. Designers often describe a process by its feature size. Feature size refers to minimum transistor length, so λ is half the feature size. Unfortunately, below 180 nm, design rules have become so complex and process specific that scalable design rules are difficult to apply MOSIS has developed a set of scalable lambda-based design rules that covers a wide range of manufacturing processes. The rules describe .
(1) minimum width to avoid breaks in a line, 
(2) minimum spacing to avoid shorts between lines, 
(3)  minimum overlap to ensure that two layers completely overlap. A conservative but easy-to-use set of design rules for layouts with two metal layers in an n-well process is as follows: 

1. Metal and diffusion have minimum width and spacing of 4 λ. 
2. Contacts are 2 λ × 2 λ and must be surrounded by 1 λ on the layers above and below. 
3. Polysilicon uses a width of 2 λ.
4. Polysilicon overlaps diffusion by 2 λ where a transistor is desired and has a spacing of 1 λ away where no transistor is desired.
5. Polysilicon and contacts have a spacing of 3 λ from other poly silicon or contacts.
6. N-well surrounds pMOS transistors by 6 λ and avoids nMOS transistors by
 6 λ.

Layout Design Rules 	
	S. No.
	λ  Design of Rule
	Micro Rules

	1
	Scalable design Rules 
	Absolute Design Rules 

	2
	Base on λ being a feature size 
	Based on absolute anotas
(e.g. 0.5mm)

	3
	Generic for all technology modes 
	Tuned to a specific process technology modes  

	4
	Specifying λ particularizes the scalable rules   
	Complex rules especially for deep sub micro technology

	5
	For each new process technology, λ is reduced, keeping the rules same 
	For each new process technology rules must be generated fresh. 

	6
	Technology migration is easy 
	Technology migration is difficult

	7
	Key disadvantage is everything that does not scale with same feature 
	Scaling is issue does not raise 

	8
	Rules are generally conservative as the dimensional are always rounded up to nearest integer that no multiple of λ. 
	These rules are most acemble as all the dimensions are specifically m absolute value 



Mosis Layout  Design Rules (for N well):-
 
	S. No. 
	Layer 
	Dimension 
	Value

	1
	Metal Diffusion 
	Micron width 
Min. Spacing 
	4 λ
4 λ

	2
	Contact 
	Area
Surrounded by spacing 
	2λ × 2λ
1λ
3λ

	3
	Poly
	Min. width 
Overlap to diffusion 
Spacing  to diffusion 
Min. spacing 
	2λ
2λ
1 λ
3 λ

	4
	N Well 
	Surrounded pass by 
Avoids nmos by 
	6 λ
6 λ



Micron Rules :-

	S. No.
	Layer 
	Rules 
	Dimension 
	Value in microns 

	1
	N well
	1.1
1.2
	Width
Spacing 
	3.0
9.0

	2
	Active 
	2.1
2.2
2.3
2.4
2.5
2.6
	Width
Active to active 
N+ active to n. well
P+ contact to n- well
n well to n+ well tie down 
n well overlap of p+ active 
	3.0
3.0
7.0
4.0
0.0
3.0

	3 
	Poly1
	3.1
3.2
3.3
3.4
3.5
	Width
Space 
Gate overlap to active 
Active overlap of gate 
Field Poly 1 to active 
	2.0
3.0
2.0
3.0
1.0

	4






	Poly2
	4.1
4.2
4.3
4.4
4.5
	Width
Space 
Poly1 to overlap to poly2
Space to active N well edge
Space to poly1 contact 
	3.0
3.0
2.0
2.0
3.0

	5
	Contact 
	5.1
5.2
5.3
5.4
5.5
5.6
	Contact Size 
Spacing 
Poly overlap
Active overlap
Poly contact to active edge 
Active contact to gate 
	2.0 × 2.0
2.0
2.0
2.0
3.0
3.0

	6
	Metal 1
	6.1
6.2
6.3
6.4
	Width
Spacing
Overlap to contact 
Overlap to via
	3.0
3.0
1.0
2.0

	7
	Via 
	7.1
7.2
7.3
	Space to contact
Size (expectation) 
Spacing 
	2.0
2.0×2.0
3.0

	8
	Metal 2
	8.1
8.2
8.3
	Width
Space 
Metal 2 overlap to via
	3.0
3.0
2.0

	9
	Pad 
	9.1
9.2
9.3
	Max. pad spacing 
Pad Size 
Superlative 
	90×90
100×100
75

	10
	D. Base 
	10.1
10.2

10.3

10.4
	D base active to n- well
Collector  n+ active to D base active 
D base active overlap of n+/ D+ active 
D+ active to n+ active 
	5.0
4.0

4.0

7.0



.

Figure 1.39 shows the basic MOSIS design rules for a process with two metal layers.. In a three-level metal process, the width of the third layer is typically 6 λ and the spacing 4 λ. In general, processes with more layers often provide thicker and wider top level metal that has a lower resistance.  Transistor dimensions are often specified by their Width/Length (W/L) ratio. For example, the nMOS transistor in Figure 1.39 formed where polysilicon crosses n-diffusion has a W/L of 4/2. In a 0.6 µm process, this corresponds to an actual width of 1.2 µm and a length of 0.6 µm. Such a minimum-width contacted transistor is often called a unit transistor. pMOS transistors are often wider than nMOS transistors because holes move more slowly than electrons so the transistor has to be wider to deliver the same current. Figure 1.40(a) shows a unit inverter layout with a unit nMOS transistor and a double-sized pMOS transistor. Figure 1.40(b) shows a schematic for the inverter annotated with Width and Length for each transistor. In digital systems, transistors are typically chosen to have the minimum possible length because short-channel transistors are faster, smaller, and consume less power. Figure 1.40(c) shows a short hand we will often use, specifying multiples of unit width and assuming minimum length
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 GATE  LAY OUT
. This section presents a simple layout style based on a “line of diffusion” rule that is commonly used for standard cells in automated layout systems. This style consists of four horizontal strips: metal ground at the bottom of the cell, n-diffusion, p-diffusion, and metal power at the top. The power and ground lines are often called supply rails. Polysilicon lines run vertically to form transistor gates. Metal wires within the cell connect the transistors appropriately.  Figure 1.41(a) shows such a layout for an inverter. The input A can be connected from the top, bottom, or left in polysilicon. The output Y is available at the right side of the cell in metal. Recall that the p-substrate and n-well must be tied to ground and power, respectively. Figure 1.41(b) shows the same inverter with well and substrate taps placed under the power and ground rails, respectively. 
Figure 1.42 shows a 3-input NAND gate. Notice how the nMOS transistors are connected in series while the pMOS transistors are  connected in parallel. Power and ground extend 2 λ on each side so if two gates were butted, the contents would be separated by 4 λ, satisfying design rules. The height of the cell is 36 λ, or 40 λ if the 4 λ space between the cell and another wire above it is counted. All these examples use transistors of width 4 λ. These cells were designed such that the gate connections are made from the top or bottom in poly silicon. In contemporary standard cells, poly silicon is generally not used as a routing layer so the cell must allow metal2 to metal1 and metal1 to polysilicon contacts  to each gate. While this increases the size of the cell, it allows free access to all terminals on metal routing layers
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STICK DIAGRAM
Because layout is time-consuming, designers need fast ways to plan cells and estimate area before committing to a full layout. Stick diagrams are easy to draw because they do not need to be drawn to scale. Figure 1.43 and the inside front cover show stick diagrams for an inverter and a 3-input NAND gate. While this book uses stipple patterns, layout designers use dry-erase markers or colored pencils. With practice, it is easy to estimate the area of a layout from the corresponding stick diagram even though the diagram is not to scale. Although schematics focus on transistors, layout area is usually determined by the metal wires. Transistors are merely widgets that fit under the wires. We define a routing track as enough space to place a wire and the required spacing to the next wire. If our wires have a width of 4 λ and a spacing of 4 λ to the next wire, the track pitch is 8 λ, as shown in Figure 1.44(a). This pitch also leaves room for a transistor to be placed between the wires (Figure1.44 (b)). Therefore, it is reasonable to estimate the height and width of a cell by counting the number of metal tracks and multiplying by 8 λ. A slight complication is the required spacing of 12 λ between n MOS and p MOS transistors set by the well, as shown in Figure 1.45(a). This space can be occupied by an additional track of wire, shown in Figure 1.45(b). Therefore, an extra track must be allocated between n MOS and p MOS transistors regardless of whether wire is actually used in that track. 
Figure 1.46 shows how to count tracks to estimate the size of a 3-input NAND. There are four vertical wire tracks, multiplied by 8 λ per track to give a cell width of 32 λ. There are five horizontal tracks, giving a cell height of 40 λ. Even though the horizontal tracks are not drawn to scale, they are still easy to count.
 Figure 1.42 shows that the actual NAND gate layout matches the dimensions predicted by the stick diagram. If transistors are wider than 4 λ, the extra width must be factored into the area estimate. Of course, these estimates are oversimplifications of the complete design rules and a trial layout should be performed for truly critical cells 



[image: ]
Example 1.3
Sketch a stick diagram for a CMOS gate computing Y ( (see Figure 1.18) and estimate   the cell width and height.
Solution: Figure 1.47 shows a stick diagram. Counting horizontal and vertical pitches gives an Estimated cell size of 40 by 48 λ.
[image: ]                      [image: ]
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Design Partitioning 

Hierarchical Abstraction (Divide and conquer):

System


Software 		   Hardware


         			 Application 	           O/S     Module	            Module	

	
  Sub module	       Sub module


System (CPU)


Data Path       	                 Control logic

     ALU	      Shift	      Registers     
    Register

Subtractor               Full Adder

(Functional Block exchanging signals must be closed)

Hierarchical Decomposition


Regularty                    Modularity                       Locality
(Similar blocks)       (Well defined interfaces      (Proper place)
         and functionality)     
Regularity: 
The decomposition process must not produce a large number of blocks and blocks need to be similar as much as possible. An array has a good regularty. Array multiplier is a perfect example of a regular structure.

Design Partioning

 (
High speed
I/O
INTERFACE
) (
Processors
) (
Memories
)







 (
Dedicated application specific logic on chip
)


                       Modern System on Chip Design (SOC)

Optimization

 (
Without regard to its 
neighbours
 leading to poor system
(Extremity-1)
) (
Interdependent with every other task, the design will progress slowly
(Extremity-2)
)





 (
Design managers face the challenge of choosing a suitable 
trade off
 between extremity-1 and extremity-2.
)






(In how many levels is a digital VLSI partitioned? describe briefly).

Design abstractions:
1. Architecture specifies the functions of a system

 86 Microprocessor architecture specifies


Instruction set       Register set        Memory model









2. Micro architecture describes how the architecture is partitioned into registers and functional units.
Examples : 80386, 80486, Pentium etc, offer different performance / transistor count / power trade off for  86 architructure.

3. Logic Design describes how functional units are constructed. 
For example various logic designs for a 32 bit full adder.
 (
32-bit Adder in 
 86 integer unit
)






4. Circuit design describes how transistors are used to implement the logic. The circuit can be tailored to emphasize high performance or low power.
For example: Carry look ahead adder can use.

	Static CMOS circuits
	Domino circuits
	Pass transistors


		
5. Physical design Describes the layout of the chip.

How do the abstractions interdependence?
Choice of micro architecture and logic design are strongly dependent on the number of transistor count that can be placed on the chip which depends upon physical design and process technology.

How can you deal with the complexity design due to interdependence?
To solve the interdependence, the micro architecture, logic design, circuit design and physical design must occur at least in part and parallel.

1. Hierarchy is a critical tool for managing complex designs.

Large system
(Interfaces & functions)


Core 1            Core 2            Core 3  


Unit 1            Unit 2             Unit 3

 
Block 1         Block 2        ….Block n


Cell 1              Cell 2            Cell 3


Transistors 1    Transistors 2    Transistors 3









Top level                 Black Box                System

 (
Interface
) (
Black
Box
) (
Interface
)





Well defined 
   interface              Functions














2. Tree structure.
Over all chip (root)


            Cell 1              Cell 2          Cell n   (Leaves)

Logic Design: 
1. Design is synthesised from HDL specifications using a set of design constraints and the cell library. A typical synthesis flow is shown as in figure.

 (
HDL
Description
) (
Constrains
)
 (
Cell
Library
)






 (
Synthesis
)


 (
Gate level
Net list
)


           Design synthesis step

Logic Design : Example
 (
Microprocessor 
                     Write
                         
Address
                   Read
)

 (
Memory (Ext.)
)
 (
Crystal
Oscillator
) (
2-phase clock generator
)







Fig (1) MIPS Computer System

MIP Chip is partitoned as 


Top level MIPS block diagram

1. Chip partition is affected by physical design
2. Zero detection circuits is ALU are not identical in each bit slice.


With the example:
8 bit adder word slice could be described structurally as a ripple adder of eight cascaded full adder. The full adder is shown in figure.
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1. Module adder (Input logic [7 : 0] a, b,
Input logic c,
Output logic [7 : 0] s,
Output logic Cout;

2. wire [6 : 0] carry;
Full adder fa0 (a [0], b[0], c, s[0], carry [0]);
Full adder fa1 (a[1]; b[1], carry [0], s[1], carry [1]);
Full adder fa2 (a[2], b[2]; carry [1]; s[2], carry [2]);
.
.
.
Full adder fa7 (a[7], b[7], carry [6], s[7] Cout);
End module

3. Module full adder (Input logic a, b, c; output logic s, Cout);
Sum s1 (a, b, c, s);
Carry c1 (a, b, c, Cout);
End module

4. Module carry (Input logic a, b, c; output, logic Cout);
Assign Cout = (a & b) \ (a & b) \ (b & c) 
End module

1. Controller is built mostly by NANDS, NOR & inverters from a library of standard cells.

2. Data path from standard cells : Adders, register file bits, mux and flipflops.

3. In logic design view : Memory can be viewed as black box.

 (
Memory
)






In Circuit design view
 (
MV
) (
Decoder
)

 (
Design
)








4. In practice, logic design, circuit design & physical design must agree with each other.

Circuit Design:
In circuit design phase the design is implemented at the transister level. The transistor level design can be either a schematic design or a spice net list to describe the circuit. Spice is a circuit simulation software which is widely used for circuit design and simulation. After describing the circuit components and their connectivity, the input stimulus is applied to the circuit and then simulated to check the output voltage, currents or waveform.

For Example, a CMOS Inverter can be designed in a schematic editor as shown in figure (1) Simulated output is in fig. (2).























Structural HDL

          Cell


Cell 1, Cell 2 ………                                              Cell n
(Primitive gates or transistors)		(Primitive gates transistors)

Behavioral HDL


Function of cell 1 		Function of cell n

Logic simulator simulates HDL code. Logic synthesis tool is a compiler for hardwares. It maps HDL code on to a library of gates called standard cells to minimize area while meeting some constraints (limitations) of timing.
· File I/O commands are not synthesisable.
· In verilog, each cell is called a module.
· Inputs & outputs are declared as in ‘C’ (more or less the same way).
· Layout can be generated by place & route tool. Bit widths are given for buses.

PHYSICAL DESIGN
This phase involves the following five steps.
1. Circuit or logic partitioning.
2. Floor planning.
3. Placement.
4. Routing.
5. Compaction and verification.
(1) Circuit Partitioning:
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A large circuit is portioned into a number of blocks. Factors such as number of blocks block sizes, inter connection between blocks, critical delays are considered during the circuit partitioning. 
At the end of physical design phase, the layout is ready for creation of mask layers (Pattern generation). Before sending it to the pattern generator, the layout mask must be checked.

(2). Floor Planning:
1. A plan for good layout is carried out.
2. It tentatively places the modules (Blocks, functional units) at an early stage when details such as shape area, I/O pin positions of the modules are not yet fixed.
3. A typical floor plan of an IC is shown.








(3) Placement:
The exact placement of modules carried in this step. The details of the module design are known in this phase. The main goal of placement is to minimise the total area, delay, congestion, inter connect matrix.






(4) Routing:
Interconnections among the modules are completed. Factors such as critical path, clock skew, cross talk, congestion, repeater placement, wire spacing etc. are considered during the routing. The routing problem is divided into two problems i.e. global routing and dedicated routing. In
Global routing steps: the plan for the interconnection is prepared.
In detailed routing step: the actual interconnections are made.
Compaction and verification: Compaction is the process of compression of the layout from all directions to minimise the chip area. In verification process, the layout is checked for its correctness. The verification process intriculates design rule checking (DRC), circuit extraction and performance verification.

Fabrication, Packaging and Testing:
Design chip completed

It is taped out for manufacturing

Masks are sent to the manufacturer

Mask description formats


Caltech inter change format		Calma GDS II Stream format
   (Academic)				       (Industry)

Masks : Pattern of chrome on glass with electron beam.
MOSIS: (U.S, Europe & Japan) make a single set covering small design.

IC fabrications plant (fabrications cost billions of dollars)
(TSMC, UMC, IBM take contract for manufacturing ICs)

Fabrication:
· Multiple chips on a single wafer 6” – 12” dia.
· A wafer costs $ 1000 - $ 5000.
· Fabrication requires – deposition, masking, etching and implant steps.
· Fabrication plants are optimized for wafer throughout rather than latency leading to turnaround of 10 weeks, shorter turn around is available.

Packaging:
1. Processed wafers are sliced into dice (chip).
2. Then, they are packaged.
Let us take a chip of 1.5 mm  2.5 mm. 
It is packaged in a 40pin Dual In line Package (DIP).
3. 
(i) Wire bound package uses thin gold wires.
(ii) Thin gold wires are connected to the pads on chip (die).
(iii) The die is connected to the lead frame in the centre cavity of package.

· Advanced packages offer different trade offs bitween cost, pin count and pin width, power handling and reliability.
· Flip chip technology places small solder balls directly on to the die (chip).
· It eleminates bond wire inductance and allows contacts over the entire chip area.

Testing:
Even defects in a wafer or dust particles can cause a chip to fail. Chips are tested before being sold. Testers capable of handling high speed chips cost millions of dollars. So many chips use built in self test features to reduce the tester time required.
A tester is a device that can apply a sequence of stimuli to a chip on system under test and monitor / record the results of those operations. Testers come in various shapes and sizes. Test fixtures are requised to test a chip.
1. A probe card to test at the wafer level or unpackaged die level with a chip tester.
2. A load board to test packaged part with chip tester.
3. PCB for bench level testing (with or without tester).
4. A PCB with a chip in situ, demonstrating the applications for which the chip is used.
· Ad hoc testing
· Built in self test.
· Scan based testing
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1.    1984  25  
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17.    2006  220  

18.    2007  230  

19.    2008  250  
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2.    75 - 80  3  m  8086  10 4 - 5  

3.    80 - 85  1.5  m  80286  10 5 - 6  

4.    85 - 90  1  m  Intel386  10 5 - 6  
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6.    95 - 00  0.35,0.25  m,180n m  Pentium 4,Pentium M  10 7 - 8  

7.    00 - 05  130 nm,90 nm  Core2 duo,Core2Quad  10 8 - 9  

8.    05 - 10  65,45nm,    

9.    10 - 15  32,22nm    

       Level of  integration of chips     1.SSI 1 - 10     2.MSI 10 - 100     3.LSI 100 - 1000     4.VLSI >10,000  
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