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CHAPTER 1: INTRODUCTION TO WEKA

1.1 Introduction:
What is WEKA?

WEKA, formally called Waikato Environment for Knowledge Learning, is a computer
program that was developed at the University of Waikato in New Zealand for the purpose of
identifying information from raw data gathered from different domains.

WEKA supports many different standard data mining tasks such as data pre-processing,
classification, clustering, regression, visualization and feature selection. The basic premise of
the application is to utilize a computer application that can be trained to perform machine
learning capabilities and derive useful information in the form of trends and patterns.

WEKA is an open source application that is freely available under the GNU general public
license agreement. Originally written in C the WEKA application has been completely
rewritten in Java and is compatible with almost every computing platform. It is user friendly
with a graphical interface that allows for quick set up and operation.

WEKA operates on the predication that the user data is available as a flat file or relation, this
means that each data object is described by a fixed number of attributes that usually are of a
specific type, normal alpha-numeric or numeric values. The WEKA application allows
novice users a tool to identify hidden information from database and file systems with simple
to use options and visual interfaces.

1.2 KDD Process:

1.3 Installation of Weka:

The weka can be explored from the different sites, one of the sites is
http://www.cs.waikato.ac.nz/ml/weka/downloading.html
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Downloading and installing Weka

There are two versions of Weka: Weka 3.8 is the latest stable version, and Weka 3.9 is the development version. For the
bleeding edge, it is also possible to download nightly snapshots.

Stable versions receive only bug fixes, while the development version receives new features. Weka 3.8 and 3.9 feature a
package management system that makes it easy for the Weka community to add new functionality to Weka. The package
management system requires an internet connection in order to download and install packages.

Note (1) for users upgrading from Weka 3.7 to Weka 3.8 or later: if the Weka 3.8 package manager does not start up, please
delete the file installedrackagecache.ser in the packages folder that resides in the wekafiles folder in your user home.

Note (2) for users upgrading from Weka 3.7 to Weka 3.8 or later: serialized models created in 3.7 are not compatible with
3.8. We have a model migrator tool that can migrate some models to be compatible with 3.8.0. One exception is
RandomForest, which can be migrated up to 3.7.13 but no further. Usage is as follows:

There are different options to launch weka depending the operating systems

o Windows

Click here to download a self-extracting executable for 64-bit Windows that includes Oracle's 64-bit Java VM 1.8
(weka-3-8-0jre-x64.exe; 105.5 MB)

Click here to download a self-extracting executable for 64-bit Windows without a Java VM
(weka-3-8-0-x64.exe; 50.2 MB)

Click here to download a self-extracting executable for 32-bit Windows that includes Oracle's 32-bit Java VM 1.8
(weka-3-8-Ojre.exe; 100.8 MB)

Click here to download a self-extracting executable for 32-bit Windows without a Java VM
(weka-3-8-0.exe; 50.2 MB)

These executables will install Weka in your Program Menu. Download the version without the Java VM if you
already have Java 1.7 (or later) on your system.

« Mac OS X

Click here to download a disk image for OS X that contains a Mac application including Oracle's Java 1.8 JVM
(weka-3-8-0-oracle-jvm.dmg; 125.8 MB)

o Other platforms (Linux, etc.)

Click here to download a zip archive containing Weka
(weka-3-8-0.zip; 50.6 MB)

First unzip the zip file. This will create a new directory called weka-3-8-0. To run Weka, change into that directory
and type

java -jar weka.jar

Note that Java needs to be installed on your system for this to work. Also note, that using -jar will override your
current CLASSPATH variable and only use the weka.jar.



o Windows x86

Click here to download a self-extracting executable that includes Java VM 1.8
(weka-3-9-Ojre.exe; 100.7 MB)

Click here to download a self-extracting executable without the Java VM
(weka-3-9-0.exe; 50.1 MB)

These executables will install Weka in your Program Menu. Download the second version if you already have
Java 1.7 (or later) on your system.

o Windows x64

Click here to download a self-extracting executable that includes 64 bit Java VM 1.8
(weka-3-9-0jre-x64.exe; 105.4 MB)

Click here to download a self-extracting executable without the Java VM
(weka-3-9-0-x64.exe; 50.1 MB)

These executables will install Weka in your Program Menu. Download the second version if you already have
Java 1.7 (or later) on your system.

Depending on the version click on the down load option. When we click on the download
option setup of weka gets downloaded.

Click on setup and follow the below steps

Step 1:

(51 Weka 3.6.9 Setup

Welcome to the Weka 3.6 9 Setup
Wizard

This wizard will guide you through the installation of Weka
3.6.9.

It is recommended that you dose all other applications
before starting Setup. This will make it possible to update
relevant system files without having to reboot your
computer.

Click Mext to continue,

Click on Next button

Step 2:



(57 Weka 3.6.9 Setup

License Agreement
Please review the license terms before installing Weka 3.6.9.

Press Page Down to see the rest of the agreement.

| GML GEMERAL PUBLIC LICEMSE
Version 2, June 1991

Copyright (C) 1989, 1991 Free Software Foundation, Inc.
59 Temple Place, Suite 330, Boston, MA 02111-1307, USA.

Everyone is permitted to copy and distribute verbatim copies
of this license document, but changing it is not allowed.

Preamble

If you accept the terms of the agreement, dick I Agree to continue. You must accept the
agreement to install Weka 3.6.9.

Mullsaft Install Swstem w2, 46

< Back || I Agree | | Cancel

click on I Agree option

Step 3:
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Choose Components
Choose which features of Weka 3.6.9 you want to install.

Chedk the compaonents you want to install and unchedk the components you don't want to
install. Click Mext to continue,

Select the type of install: iFull vJ

: Description
Or, select the optional Assodate Files p

components you wish to Pasition waur mouse
install: over a component Ea

see its description,

Space required: 63.2MB

mullsoft Install Svstem w2 46

Click on Next Option

{7 Weka 3.6.9 Setup

Choose Install Location
Choose the folder in which toinstall Weka 3.6.9.

Setup will install Weka 3.6.9 in the following folder. To install in a different folder, didk Browse
and select another folder. Clidk Next to continue,

Destination Folder

:\Program Files (x85)\Weka-3-6 | | Browse. ..

Space reguired: 63.2MB
Space available: 193.9GE

Mullsoft Inskall Syvstem w2 46




Click on Next option

{3} Weka 3.6.9 Setup

Choose Start Menu Folder
Choose a Start Menu folder for the Weka 3.6.9 shortouts,

Select the Start Menu folder in which yvou would like to create the program's shortcuts. You
can also enter a name to create a new folder,

Accessibility
AcCcessories
Administrative Tools
Bloodshed Dev-C++
Broadcom Wireless
CutePDF

Energy Star

Games

HP

Intel

Java

[ ] Do not create shortouts
Mullsoft Install System w2 46

Install

Click on install button.It extracts all the packages
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Installation Complete
Setup was completed successfully.

Completed

Dutput folder; C:\Program Files (x86)\Weka-3-6 ~
Create shortcut: C:\Program Files (x36)\Weka-3-6'Weka 3.6.9.Ink

Create shortout: C:\Program Files (x86)\Weka-3-6'\Weka 3.6.9 (with console).Ink
Created uninstaller: C:\Program Files (x86)\Weka-3-6'uninstall.exe

Output folder: C:YJsers\Dhruva'\AppData\Roaming Microsoft\Windows\Start Menu'pP. ..
Create shortcut: C:iUsers\Dhruva\AppDataRoaming Microsoft\Windows\Start Menu. ..
Create shortout: C:Users\DhruvaappDataReoaming Microsoft\Windows\Start Menu. ..
Create shortout: C:iUsers\Dhruva‘\AppData\Roaming {Microsoft\Windows\Start Menu. ..
Create shortcut; C:\Users\Dhruva‘\AppDataRoaming Microsoft\Windows\Start Menu. ..
Completed

Mullsaft Tnstall Swskem w246

Click on next button

£ Weka 3.6.9 Setup

Completing the Weka 3.6.9 Setup
Wizard

Weka 3.6.9 has been installed on your computer,

Click Finish to cose this wizard.

Start Weka

< Back Cancel

Click on finish button



CHAPTER 2: LAUNCHING WEKA EXPLORER
2.1 Starting with Weka

Once the program has been loaded on the user’s machine it is opened by navigating to the
programs start option and that will depend on the user’s operating system.

o Weka GUI Chooser

Program Visualization Tools Help

WEKA

The University
) of Waikato

~

Waikato Environment for Knowladge Analysis
Version 3.6.9

(c) 1955 - 2013

The University of Waikato

Hamilton, New Zealand

There are four options available on this initial screen.
1. Explorer- the graphical interface used to conduct experimentation on raw data

2. Simple CLI- provides users without a graphic interface option the ability to execute
commands from a terminal window.

3. Experimenter- this option allows users to conduct different experimental variations on
data sets and perform statistical manipulation

4. Knowledge Flow-basically the same functionality as Explorer with drag and drop
functionality. The advantage of this option is that it supports incremental learning from
previous results.

After selecting the Explorer option the program starts and provides the user with a separate
graphical interface.



& Weka Explorer

Choose |Mone Apply

Current relation Selected attribute
Relation: Mone Mame: Mone Type: Mone
Instances: Mone Attributes: Mone Missing: Mone Distinct: Mone Unique: Mone

Attributes

All

w Visualize all

Remove

Status
Welcome to the Weka Explorer

Figure: 2

Figure 2 shows the opening screen with the available options. At first there is only the option
to select the Pre-process tab in the top left corner. This is due to the necessity to present the
data set to the application so it can be manipulated. After the data has been pre-processed the
other tabs become active for use.

There are six tabs:
1. Pre-process- used to choose the data file to be used by the application

2. Classify- used to test and train different learning schemes on the pre-processed data file
under experimentation

3. Cluster- used to apply different tools that identify clusters within the data file

4. Association- used to apply different rules to the data file that identify association within
the data

5. Select attributes-used to apply different rules to reveal changes based on selected
attributes inclusion or exclusion from the experiment

6. Visualize- used to see what the various manipulation produced on the data set in a 2D
format, in scatter plot and bar graph output.



2.2 Pre-processing:

In order to experiment with the application the data set needs to be presented to WEKA in a
format that the program understands. There are rules for the type of data that WEKA will
accept. There are three options for presenting data into the program.

¢ Open File- allows for the user to select files residing on the local machine or recorded
medium.

¢ Open URL- provides a mechanism to locate a file or data source from a different location
specified by the user.

¢ Open Database- allows the user to retrieve files or data from a database source provided
by the user.

There are restrictions on the type of data that can be accepted into the program. Originally the
software was designed to import only ARFF files, other versions allow different file types
such as CSV, C4.5 and serialized instance formats. The extensions for these files include
.csv, .arff, .names, .bsi and .data.

& Weka Explorer - O bt

Open file... Open URL... Open DB... Generate. .. Undo Edit... Save...

Filter

Choose  |Mone Apply

Current relation Selected attribute
Relation: Mone Mame: Mone Type: Mone
Instances: None Attributes: Mone Missing: Mone Distinct: Mone Unigue: Mone

Attributes

All Mone Invert Pattern

~ Visualize All

Remove

Status
Welcome to the Weka Explorer Log # x0

At the bottom of the window there is ‘Status’ box. The ‘Status’ box displays messages that
keep you informed about what is going on. For example, when you first opened the
‘Explorer’, the message says, “Welcome to the Weka Explorer”. When you loading
“weather.arff” file, the ‘Status’ box displays the message “Reading from file...”. Once the
file is loaded, the message in the ‘Status’ box changes to say “OK”. Right-click anywhere in
‘Status box’, it brings up a menu with two options:

1. Available Memory that displays in the log and in ‘Status’ box the amount of memory
available to WEKA in bytes.



2. Run garbage collector that forces Java garbage collector to search for memory that is no
longer used, free this memory up and to allow this memory for new tasks.

To the right of ‘Status box’ there is a ‘Log’ button that opens up the log. The log records
every action in WEKA and keeps a record of what has happened. Each line of text in the log
contains time of entry. For example, if the file you tried to open is not loaded, the log will
have record of the problem that occurred during opening.

To the right of the ‘Log’ button there is an image of a bird. The bird is WEKA status icon.
The number next to ‘X’ symbol indicates a number of concurrently running processes. When
you loading a file, the bird sits down that means that there are no processes running. The
number of processes besides symbol ‘X’ is zero that means that the system is idle. Later, in
classification problem, when generating result look at the bird, it gets up and start moving
that indicates that a process started. The number next to ‘X’ becomes 1 that means that there
1s one process running, in this case calculation.

(=] o =
\

2.3 Loading data:

The most common and easiest way of loading data into WEKA is from ARFF file, using
‘Open file...” button . Click on ‘Open file...” button and choose “project details ” file from
your local filesystem. Note, the data can be loaded from CSV file as well because some
databases have the ability to convert data only into CSV format.

&) Weka Explorer - O x

Preprocess  Classify Cluster Assodate Select attributes  Visualize

Open URL... Cpen DE... Generate. .. Undo Edit... Save...
Filter
Choose  |None Apply
Current relation Selected attribute
Relation: & sem stu project list1.arff MName: Enroll Mo Type: Numeric
Instances: & Attributes: 7 Missing: 0 (0%:) Distinct: & Unique: & (100%:)
Attributes Statistic Value
All None Invert Pattern Minimum 1
Maximum 42
Mean 20
Ne. Name StdDev 15.786
2|[_|name Class: Platform (Mom) || Visualize All
3] Company Name
4[]project quide
5[ Jrhone Mo &
&([_JE-mail id
7|[JPlatform

Remove

Status
CK




Once the data is loaded, WEKA recognizes attributes that are shown in the ‘Attribute’
window. Left panel of ‘Preprocess’ window shows the list of recognized attributes:

No: is a number that identifies the order of the attribute as they are in data file.
Selection tick boxes: allow you to select the attributes for working relation.
Name: is a name of an attribute as it was declared in the data file.

The ‘Current relation’ box above ‘Attribute’ box displays the base relation (table) name and
the current working relation - “project details ”, the number of instances - 6 and the number
of attributes — 7.

During the scan of the data, WEKA computes some basic statistics on each attribute. The
following statistics are shown in ‘Selected attribute’ box on the right panel of ‘Preprocess’
window:

Name is the name of an attribute.
Type is most commonly Nominal or Numeric.

Missing is the number (percentage) of instances in the data for which this attribute is
unspecified.

Distinct is the number of different values that the data contains for this attribute.

Unique is the number (percentage) of instances in the data having a value for this attribute
that no other instances have.

Once the data is loaded into weka changes can be made to the attributes by clicking edit
button shown above.
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&) Weka Explarer — Od >
Preprocess  (Classify Cluster Assodate Select attributes  visualize
Cpen... Cpen... Cpen... Gene... Undo Edit... Save...
Filter
Choose  |Mone | Apply |
Current relation | £ Viewer X
Relation: & sem stu project list1.arff . —
Instances: & Attributes: ?F‘.elahon. 6 sem stu project list1.arft . . _
: Enroll Mo | name | Company Name | project guide | Phone Mo | E-mail id | Platform
Attributes Numeric | Nominal Nominal MNumeric Mumeric | Mominal Mominal
1 25.0(akank. .. [Headerlabs 9,71731... bhard... |Rubyon...
Al None n.. |5 26.0|piyush _|Aithent techal... 3.71660... |piyush... [java
3 24,0 karan ... [Daffodis 9,81872... fjaryalk...
Mo, MName 4 2.0|chand. .. 9.89160,,, (chandr..
5 42,0 |abhish... [Leeway Hertz ios
2[[ Jname [ 1.0|seshm. .. |ducat 8.80204... [shesha...
3|[]Company Mame
4 ]project quide
5/ ]Fhone Mo
&|_|E-mail id
7 JPlatform
Remove B
Status
File 'C:\Users\Dhruva\Desktopmani new b

submission

To make the changes double click on the attribute value and update the details as user

required .

Different operations can be performed through edit are as follows:

1) delete the attribute
2) Replace the attribute value
3) Set all values

4) Set missing values etc.
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& Weka Explorer — O et
Preprocess (lassify Cluster Assodate Select atiributes  Visualize
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| Filter
Choose |Mone Apply
Current relation Selected attribute
Relation: & sem stu project list1.arff Mame: Enroll Mo Type: Mumeric
Instances: & Attributes: 7 Missi... 0 (... Distinct: ... Unigue: & (10...
Attributes Statistic Value
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Mean 20
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Click on visualize all
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2.4 Setting Filters

Pre-processing tools in WEKA are called “filters”. WEKA contains filters for
discretization, normalization, resampling, attribute selection, transformation and
combination of attributes .Some techniques, such as association rule mining, can only
be performed on categorical data. This requires performing discretization on numeric
or continuous attributes.

Using filters you can replace the discrete values to nominal values.
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This will show pull-down menu with a list of available filters. Select Supervised &
Attribute £ Discretize and click on ‘Apply’ button. The filter will convert Numeric

values into Nominal

& Weka Explorer = O X
Preprocess Classify Cluster Assodate Selectattributes Visualize
Open file... Open URL... Open DB... Generate... Undo Edit... Save... I
Filter
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Mean 20
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When filter is chosen, the fields in the window changes to reflect available options.
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As you can see, there is no change in the value Outlook. Select value Temperature,
look at the ‘Selected attribute’ box, the ‘Type’ field shows that the attribute type has
changed from Numeric to Nominal. The list has changed as well: instead of statistical
values there is count of instances.




CHAPTER 3: CLASSIFIERS
3.1 Building “Classifiers” :

Classifiers in WEKA are the models for predicting nominal or numeric quantities. The
learning schemes available in WEKA include decision trees and lists, instance-based
classifiers, support vector machines, multi-layer perceptrons, logistic regression, and bayes’
nets. “Meta”classifiers include bagging, boosting, stacking, error-correcting output codes,
and locally weighted learning.

Once you have your data set loaded, all the tabs are available to you. Click on the ‘Classify’
tab.

‘Classify’ window comes up on the screen.

&) Weka Explorer - O x

Preprocess Classify | Cluster Assodate Selectatiributes  Visualize
Classifier

Choose | ZeroR

Test options Classifier output
@1

() Supplied test set Set...

() Cross-validation  Folds |10
() Percentage split % |66

More options...

(Mom) Platform e

Start Stop

Result list {right-dick for options)

Now you can start analyzing the data using the provided algorithms. In this exercise you will
analyze the data.
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3.2 Setting Test Options:

Before you run the classification algorithm, you need to set test options. Set test options in
the ‘Test options’ box. The test options that available are:

1. Use training set. Evaluates the classifier on how well it predicts the class of the instances
it was trained on.

2. Supplied test set. Evaluates the classifier on how well it predicts the class of a set of
instances loaded from a file. Clicking on the ‘Set...” button brings up a dialog allowing you to
choose the file to test on.

3. Cross-validation. Evaluates the classifier by cross-validation, using the number of folds
that are entered in the ‘Folds’ text field.

4. Percentage split. Evaluates the classifier on how well it predicts a certain percentage of
the data, which is held out for testing. The amount of data held out depends on the value
entered in the ‘%’ field.

In the ‘Classifier evaluation options’ make sure that the following options are checked

1. Output model. The output is the classification model on the full training set, so that it
can be viewed, visualized, etc.

2. Output per-class stats. The precision/recall and true/false statistics for each class output.

3. Output confusion matrix. The confusion matrix of the classifier’s predictions is included
in the output.



4. Store predictions for visualization. The classifier’s predictions are remembered so that
they can be visualized.

5. Set ‘Random seed for Xval / % Split’ to 1. This specifies the random seed used when
randomizing the data before it is divided up for evaluation purposes
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Once the options have been specified, you can run the classification algorithm. Click on
‘Start’ button to start the learning process. You can stop learning process at any time by

clicking on ‘Stop’ button



When training set is complete, the ‘Classifier’ output area on the right panel of ‘Classify’
window is filled with text describing the results of training and testing. A new entry appears
in the ‘Result list’ box on the left panel of ‘Classify’ window.

& Weka Explorer

Freprocess Classify  Cluster Assodate Select attributes  Visualize

Classifier

| Choose | ConjunctiveRule -3 -M2.0 P -1-5 1

Test options
(®) Use training set

(C) Supplied test set Set...

() Cross-validation  Folds
() Percentage split %

| More options... |

Classifier output

{Mom) Platform b

Result list (right-dlick for options)

Stop

14:41:35 - rules. ConjunctiveRule

Mean absolute error 0.4444
Boot mean sguared error 0.527
Relatiwve absolute error 100 %
Root relative sgquared error 111.8034 %
Total Number of Instances 3
Ignored Class Unknown Instances 3
=== Detailed Rccuracy By Class ===
TF Rate FP Eate Frecision Recall F-Measure
0 a 0 a 0
1 1 0.333 1 0.5
a a 0 a 0
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OSuppIied test set Sebi.. Incorrectly Classified Instances 4 66.6667 %
Eyia Kappa statistic 0.2
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CHAPTER 4: CLUSTERING
4.1 Clustering Data:

WEKA contains “clusterers” for finding groups of similar instances in a dataset. The
clustering schemes available in WEKA are k-Means, EM, Cobweb, X-means, Farthest First.
Clusters can be visualized and compared to “true” clusters (if given). Evaluation is based on
log likelihood if clustering scheme produces a probability distribution.

=] = sample-sales-data - Excel T E - O X
HOME INSERT PAGE LAYOUT FORMULAS DATA REVIEW VIEW PDF 1 MuraliN ~
Y . e = - - - - Ay,
D X Calibri I A oy == - e General Condltlnnal Formatting E“’Insert z zT ,

p oy - $-9% gFormatasTable' 7 Delete ~ ‘ i - s d

aste - | BE . - s =E==&E 5 . ign an

- ~ BIU - o A =E==55E 56 GCE” Styles ~ [ Format - & - Engcrypt'
Clipboard Font [F] Alignment [F] MNumber [F] Styles Cells Editing Privacy ~
AL - S | custia v

A E C o} E F G H J K L M N 9] -
1 |custid JcustName custCount productSc salesChan unitsSold dateSold
2 23262 Candice L« Congo SUPA101 Retail 117 8/9/2012
3 23263 Xerxes SmPanama DETA200 Retail 73 7/6/2012
4 23264 Levi Doug Tanzania, DETAB00 Retail 205 | HHHEHRH
5 23265 Uriel Bent South AfriSUPA104 Retail 14 8/5/2012
6 23266 Celeste P1Gabon PURA200 Retail 170 R
7 23267 Vance Car Syrian Ara PURAL00 Online 129 HHHHHAHH
8 23268 Latifah Wi Guadelou DETA100 Retail B2 |t
9 23269 Jane Hern Macedoni PURALOO Online 116/ 6/3/2012
10 23270 Wanda GaKyrgyzstar SUPA103 Direct 67 6/7/2012
1 23271 Athena FilReunion SUPA103 Cnline 125 | HiHHHHH
12 23272 Anjolie Hi Turks and DETA200 Online T HHEHHA
13 23273 Isaac Coop Netherlan SUPAL04 Online 22 HHEHHHEH -
sample-sales-data (O] [ v

READY H M o-——+ 0

An international online catalog company wishes to group its customers based on common
features. Company management does not have any predefined labels for these groups. Based
on the outcome of the grouping, they will target marketing and advertising campaigns to the
different groups. The information they have about the customers includes customer ID
,Customer Name , customer count,ProductSold, Sales Channel,Units Sold,Date Sold.

For our exercise we will use a part of the database for customers in US. Depending on the
type of products sold , not all attributes are important. For example, suppose the to know the
det

In ‘Preprocess’ window click on ‘Open file...” button and select “customers.csv” file. Click
‘Cluster’ tab at the top of WEKA Explorer window.



&) Weka Explorer - O x
Preprocesw
Open file... Open URL... Open DB... Generate... Undo Edit. .. Save...
Filter
Choose  |Mone Apply
Current relation Selected attribute
Relation: Mone Mame: MNone Type: Mone
Instances: Mone Attributes: MNone Missing: MNone Distinct: None Unigue: Mone
Attributes
All None Invert Pattern
~ Visualize Al
Remove
Status
Welcome to the Weka Explorer Log # x0
& Weka Explorer — O >
Preprocess  Classify Cluster Assodate Select attributes  Visualize
Open URL... Open DE... Generate... Undo Edit. .. Save...
Filter
Choose  |None Apply
Current relation Selected attribute
Relation: sample-sales-data MName: custld Type: Mumeric
Instances: 998 Attributes: 7 Missing: 0 (0%) Distinct: 998 Unigue: 998 (100%)
Attributes Statistic Value
All Mone Inwvert Pattern Minimum 23262
Maximurm 24259
Mean 23700.5
Me. Mame StdDev 288.242
2| Jeustiame
3| JeustCountry
4 productSald
5| salesChannel Class: dateSold (Mom) w || Visualize Al
6(JunitsSold
7|_]dateSald

Remove

100 99

- >
rkcxlivd 2ITE0.S 24250




4.2 Choosing Clustering Scheme:

In the ‘Clusterer’ box click on ‘Choose’ button. In pull-down menu select WEKA &
Clusterers, and select the cluster scheme ‘SimpleKMeans’. Some implementations of K-
means only allow numerical values for attributes; therefore, we do not need to use a filter.

&) Weka Explorer — O >

Preprocess  Classify Cluster Assodate Select attributes  Visualize

Open file... Open URL... Open DB... Generate... Undo Edit... Save...

Filter
wose Mone Apply
Current relation Selected attribute
Relation: sample-sales-data Mame: custld Type: Mumeric
Instances: 998 Attributes: 7 Missing: 0 (0%) Distinct: 998 Unigue: 998 (100%)
Attributes Statistic Value
All None Invert Pattern Minimuim 23362
Maximum 24259
Mean 23780.5
Ne. Name StdDey 283,242
2| Joustiame
3| JoustCountry
4|[JproductSold
5|[_salesChannel Class: dateSold (Nom) w || Visualize Al
6| JunitsSold
7|[]datesald




&3 Weka Explorer - O x
Preprocess Classify Cluster  Associate  Select attributes  Visualize
Clusterer
weka stance -R. first-last" -1 500 -5 10
Bl | dusterers
o A Clusterer output
. CObWEb NUneEr O ILErdLIonsT 1T ~
. # DBSCAN Within cluster sum of squared errors: 3941.6266312691428
- EM Miszing values glcobkally replaced with mean/mode
- 4 FarthestFirst
- 4 FilteredClusterer Cluster centroids:
- # HierarchicalClusterer
- 4 MakeDensityBasedClusterer Attribute Full Data
- 4 OPTICS {998)
A
¥ Wcimpleieans | custId 23760.5
- custName Candice Lewy
custlountry Denmark
productSold PURR1O0
salesChannel Online
[ unitsSold 108.2565
! dateSeld 2012-05-15
Time taken teo build model (full training data) : 0.0& seccnds
Close . -
=== Mpdel and evaluation on training set ===
W
< >
Status

Once the clustering algorithm is chosen, right-click on the algorithm,
“weak.gui.GenericObjectEditor” comes up to the screen. Set the value in “numClusters” box
to 5 (instead of default 2) because you have five clusters in your .arff file. Leave the value of
‘seed’ as is. The seed value is used in generating a random number, which is used for making
the initial assignment of instances to clusters. Note that, in general, K-means is quite sensitive
to how clusters are initially assigned. Thus, it is often necessary to try different values and
evaluate the results.



€ Weka Explorer & weka.gui.GenericObjectEditor F

Preprocess Classify Cluster  Assocate Select attribuj weka.dusterers. SimpleKMeans
Clusterer About

| Choose ||5im|"EKMea“5 M5 -A "weka.core.Euclid  Clyster data using the k means algorithm.
Cluster mode Capabilities

(®) Use training set ~
() Supplied test set Set... ] displayStdDevs |False v
() Percentage split % |66 distanceFunction | Choose ||Euc|ideanDistanl:e -R First-last |
Classes to dusters evaluation
O dontReplaceMissingvalues |Fa|se v |
(Mom) dateSald w 8
Store dusters for visualization maxlterations |500 | ]_
numClusters |5 | 5
| Ignore attributes Y
preservelnstancesOrder |Fa|se w | -
Start Stop
| ] seed |10 | I
Result list (right-dick for options) I=
.4c. : e
12:45:27 - FilteredClusterer | Open... | | e | | oK | | Cancel | .

Time taken to build model (full training data) : 0.06 seconds

=== Mpodel and evaluation con training set ===

< >

Status

oK ‘,}(0

4.3 Setting Test Options:

Before you run the clustering algorithm, you need to choose ‘Cluster mode’. Click on
‘Classes to cluster evaluation’ radio-button in ‘Cluster mode’ box and select in the pull-down
box below.

Once the options have been specified, you can run the clustering algorithm. Click on the
‘Start’ button to execute the algorithm.



£ Weka Explorer O >
Preprocess  Classify Cluster  Associate Select attributes  Visualize
Clusterer
Choose |5im|:||el(Means -M 5 -4 "weka,core.EuclideanDistance -R First-last" -1 500 -5 10
Cluster mode Clusterer output
OU t|' e t NUINECT L O ILELdLIUIIST 1D ~
PRz LIS Within cluster sum of sguared errors: 3941.46266312691428
OSuppIied test set ] Missing wvalues glcobally replaced with mean/mode
() Percentage split "L |56

Classes to dusters evaluation

{Mom) dateSold 1o

Store dusters for visualization

Ignore attributes

Start Stop
Result list {right-click for options)

12:45:27 - FilteredClusterer
57:40 - SimplekMeans

Cluster centroids:

Attribute Full Data

{998)
custId 23760.5
custName Candice Levy
custlountry Denmark
product3old FURR100
salesChannel Online
unitsSold 108.2565
dateSold 2012-05-15

Time taken to build model (full training data)

=== Model and evaluation on training set =—=

L)

0.08 seconds
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Reesuit It right-dick for options) saleaChannel online Rezail omline Recail Aetail
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Time teken to build model {full training data) : 0.0 ==sconds

Clustersd Instances

o 264 | 26%)
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2 248 { 25%)
3 160 | 18%)
4 150 { 15%)

=== Mogel and evaluaTion On TEAiNINg 26T ===




4.4 Visualization of Results

Another way of representation of results of clustering is through visualization. Right-click on

the entry in the ‘Result list’ and select ‘Visualize cluster assignments’ in the pull-down
window.

€3 Weks Bxplarer

Preprocess Classify  Cloter agsociate  Selectattrbutes Vesalze

- a k4
Clusterer
Choese | SimplekMeans -4 5 -7 Sweka.core. Sudideanistznce 2 fiestlast® 1500 -5 10
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. TR TR T O T =
LS Wit sum of squared erzoes: 1941 6266312691428
() Supphed lest set Sal, Misaing valuea glebally replaced with mean/mec
(T3 Parcentage spit % |66 .
Cluster cent
®) Classes o custers evabation Clusters
(Mom) dateSold - Antribute o 1 H E 4
2684 178) (248 1ed 150
=] Store chusters for visualzation (2641 [L75) ! {16} =n
23760.5 23099.6032  23811.3831
Tonare atiriut=s Latifah Well X
Start Stop
Aemsult st {right-dic for options)
dateold 2012-05-15 2011-11-11
Wiew i main windaw
Wiew in separate window
Save result buffer
Delsts result buffer model (full training data) : 0.0 ==conds
Losd model BTLCN ON TrAining SeT ===
Save model
Re-evaluate model on current test set
Visualize cluster assignmerts
isualize tree
3 160 { 16%)
4 150 { 15%)

This brings up the ‘Weka Clusterer Visualize’ window.

| 2| Wedea Clusterer Visualize: 12:37:40 - SimpleKMeans (sample-sales-data)

- =] b4
i Trmtance rober (Ham) o [ cmetd oy 7
Colour: Cluster Plo=) Qe Fr— v
Reset Clesr Open Sawe e I
Flotsampie-sales-data_clstered




| 2| Wedea Clusterer Visualize: 12:37:40 - SimpleKMeans (sample-sales-data)

X custld (Num) w | ¥z austld (um)
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et (ram) -
e i) auer |
sstCouniry (fom)
et procuctsoid (Hom)
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taSold (m) ot
] " A
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| 2| Wedea Clusterer Visualize: 12:37:40 - SimpleKMeans (sample-sales-data) - L 2%

X custld (Num) w | ¥z austld (um)

T |selectInstence
Clesr Open Save

Flotsampie-sales-data_clstered

On the ‘Weka Clusterer Visualize’ window, beneath the X-axis selector there is a dropdown
list, ‘Colour’, for choosing the color scheme. This allows you to choose the color of points
based on the attribute selected. Below the plot area, there is a legend that describes what
values the colors correspond to.



CHAPTER 5: ASSOCIATION
5.1 Finding Associations

WEKA contains an implementation of the Apriori algorithm for learning association rules.
This is the only currently available scheme for learning associations in WEKA. It works only
with discrete data and will identify statistical dependencies between groups of attributes.
Apriori can compute all rules that have a given minimum support and exceed a given
confidence.

& Weka Explorer - O x

Preprocess wssodﬁe Select attributes  Visualize
Associator
Apriori M 10 -T 0-C 0.9 -0 0.05 -U 1.0 -M 0.1 5 -1.0-c -1

Assodator output
Start Stop

Result list {right-dick for options)

Status

oK Leg w.xﬁ

For this exercise you will use sales data from the “sales-sample-data.csv” file.



&) Weka Explorer - O *

Preprocess  Classify Cluster Assodate Select attributes Visualize

Open URL... Open DB... Generate... Undo Edit... Save...
Filter
Chooze |Mone Apply
Current relation Selected attribute
Relation: sample-sales-data MName: custld Type: Numeric
Instances: 993 Attributes: 7 Missing: O (0%) Distinct: 298 Unigue: 998 (100%:)
Attributes Statistic Value
All None Invert Pattern Minimum 23262
Maximum 24259
Mean 23760.5
Ne. Name StdDev 288,242
2| JeustMame
3| JeustCountry
4| JproductSald
5| JsalesChannel Class: dateSold (Nom) w | Visualize All
6| JunitsSold
7|[_]dateSold
Remaove
I T 1
prackiany 237605 24269
Status
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5.2 Setting Test Options

Check the text field in the Associator’ box at the top of the window. As you can see, there
are no other associators to choose and no extra options for testing the learning scheme



&) Weka Explorer — O >

Preprocess Classify Cluster Assodate  Select atiributes  Visualize

Assodator

Apriori -M 10-TO-C20.9-00.05-U1.0-M0.1-5-1.0-c-1

Assodiator output

Start Stop
Result list {right-dick for options)

Status

Ok Log wxu

Right-click on the ‘Associator’ box, and click on show properties,‘GenericObjectEditor’
appears on your screen. In the dialog box, change the value in ‘minMetric’ to 0.4 for
confidence = 40%. Make sure that the default value of rules is set to 100. The upper bound
for minimum support ‘upperBoundMinSupport’ should be set to 1.0 (100%) and
‘lowerBoundMinSupport’ to 0.1. Apriori in WEKA starts with the upper bound support and
incrementally decreases support (by delta increments, which by default is set to 0.05 or 5%).
The algorithm halts when either the specified number of rules is generated, or the lower
bound for minimum support is reached. The °‘significanceLevel’ testing option is only
applicable in the case of confidence and is (-1.0) by default (not used).



€ Weka Explorer — O s

Preprocess Classify Cluster Assodate  Select attributes  Visualize
Assodator
| Choose | Apriori -N 10-T0-C 0.4 -D 0,05 -U 1.0 -M 0.1 -5 -1,0-c -1

Assodator output
o weka.gui.GenericObjectEditor *

Start Stop

Result list (right-click for options)

weka.assodations, Apriori
About

' Class implementing an Apriori-type algorithm.

car |Fa|se e |

dassIndex |—1 |

delta [0.05 |

lowerBoundMinSupport |0. 1 |

metricType | Confidence v |

minMetric 0.4 |

numRules |10 |

outputltemSets |Fa|5e v |

removeAlMissingCols | False w |

significanceLevel |—1. o} |

OK upperBoundMinSupport |1.0

verbose |Fal5e

Once the options have been specified, you can run Apriori algorithm. Click on the ‘Start’
button to execute the algorithm.
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Choose Apr;u' RlLic T O o T O T | O T, O .D'C'l
Show properties...
Start Copy configuration to clipboard putput
Result list (right-diick f Enter configuration...

Status




CHAPTER 6: ATTRIBUTE SELECTION

6.1 Introduction:

Attribute selection searches through all possible combinations of attributes in the data and
finds which subset of attributes works best for prediction. Attribute selection methods contain
two parts: a search method such as best-first, forward selection, random, exhaustive, genetic
algorithm, ranking, and an evaluation method such as correlation-based, wrapper, information
gain, chi-squared. Attribute selection mechanism is very flexible - WEKA allows (almost)
arbitrary combinations of the two methods.

To begin an attribute selection, click ‘Select attributes’ tab.

&) Weka Explorer - O *
Preprocess | Classify Cluster$elect attributes  Visualize
] Open URL... Cpen DB... Generate... Undo Edit... Save...
Filter
Choose  |[None Apply
Current relation Selected attribute
Relation: sample-sales-data Name: custld Type: Numeric
Instances: 998 Attributes: 7 Missing: 0 (03%6) Distinct: 998 Unique: 998 (100%%)
Attributes Statistic value
All Mone Invert Fattern Minimum 23262
Maximum 24259
Mean 23760.5
. Name StdDev 258,242
custld
2| JeustMame
3| JeustCountry
4 JproductSold
5|[_JsalesChannel Class: dateSold (Nom) w | Visualize All
6 JunitsSold
7|_]dateSold
Remove
I T 1
2362 23ITHD.S 24260
Status

6.2 Selecting Options

To search through all possible combinations of attributes in the data and find which subset of
attributes works best for prediction, make sure that you set up attribute evaluator to
‘CfsSubsetEval’ and a search method to ‘BestFirst’. The evaluator will determine what
method to use to assign a worth to each subset of attributes. The search method will
determine what style of search to perform. The options that you can set for selection in the
‘Attribute Selection Mode’ box are :



1. Use full training set. The worth of the attribute subset is determined using the full set of
training data.

2. Cross-validation. The worth of the attribute subset is determined by a process of cross-
validation. The ‘Fold’ and ‘Seed’ fields set the number of folds to use and the random seed
used when shuffling the data.

Specify which attribute to treat as the class in the drop-down box below the test options.
Once all the test options are set, you can start the attribute selection process by clicking on
‘Start’ button.

& Weka Explorer - O hd

Preprocess Classify Cluster Assocate Select attributes  visualize
Attribute Evaluator
Choose  |[ChiSquaredAttributeEwal

allyrch hod
ﬁ- Ranker -T -1,7976931345623157E308 -M -1

Attribute Selection Mode Attribute selection output
(®) Use full training set ——— Run information ——= L)
(O Cross-validation Folds |10
Seed |1

Evaluator: weka.attributeSelection.ChiSquaredittributeEval
Jearch:weka.attribute3election.Ranker -T -1.7976931348623157E308 -N -1
RBelation: sample-3ales-data
Inatances: 998
Attributes: 7
custId
Result list (right-dlick for options) custiiame
10:53:02 - BestFirst + CfaSubsetEval custCountry
11:05:48 - Ranker + ChiSquaredAttributeE productSold
salesChannel
unitsSold
date3Sold
Evaluation mode:ewvaluate on all training data

(Mom) dateSold L

Start Stop

=== httribute Selection on all input data ===

< > Search Method: w




£ Weka Explarer — O >
Preprocess  Classify Cluster Assocate Select atiributes  wisualize
Attribute Evaluator
| Choose "EfsSuhsetEvaI |
Search Method
| Chooss |BestFirst-D1-N5 |
Attribute Selection Mode Attribute selection output
(®) Use full training set A
(") Cross-validation Folds |10
seed |1 === Lttribute Selection on all input data ===
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CHAPTER 7: DATA VISUALIZATION

7.1 Introduction:

WEKA'’s visualization allows you to visualize a 2-D plot of the current working relation.
Visualization is very useful in practice, it helps to determine difficulty of the learning
problem. WEKA can visualize single attributes (1-d) and pairs of attributes (2-d), rotate 3-d
visualizations (Xgobi-style). WEKA has “Jitter” option to deal with nominal attributes and to
detect “hidden” data points.
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Select a square that corresponds to the attributes you would like to visualize. For example,
let’s choose ‘outlook’ for X — axis and ‘play’ for Y — axis. Click anywhere inside the square
that corresponds to ‘play on the left and ‘outlook’ at the top.
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A “Visualizing r’ window appears on the screen
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7.2 Changing the View

In the visualization window, beneath the X-axis selector there is a drop-down list, ‘Colour’,
for choosing the color scheme. This allows you to choose the color of points based on the
attribute selected.

Below the plot area, there is a legend that describes what values the colors correspond to. In
your example, red represents ‘no’, while blue represents ‘yes’. For better visibility you should
change the color of label ‘yes’. Left-click on ‘yes’ in the ‘Class colour’ box and select lighter
color from the color palette. To the right of the plot area there are series of horizontal strips.

Each strip represents an attribute, and the dots within it show the distribution values of the
attribute. You can choose what axes are used in the main graph by clicking on these strips
(left-click changes X-axis, rightclick changes Y-axis). The software sets X - axis to
‘Outlook’ attribute and Y - axis to ‘Play’. The instances are spread out in the plot area and
concentration points are not visible. Keep sliding ‘Jitter’, a random displacement given to all
points in the plot, to the right, until you can spot concentration points.
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7.3 Selecting Instances:

Sometimes it is helpful to select a subset of the data using visualization tool. A special case
is the ‘User Classifier’, which lets you to build your own classifier by interactively selecting
instances. Below the Y — axis there is a drop-down list that allows you to choose a selection

method. A group of points on the graph can be selected in four ways.
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1. Select Instance

Click on an individual data point. It brings up a window listing attributes of the point. If
more than one point will appear at the same location, more than one set of attributes will be
shown.



%2 Enroll Mo (Mum)
Colour: Platform {MNom)

Reset Clear

Open

Plot:6 sem stu project list.arff

& Weka Explorer: Visualizing 6 sem stu project list.arff

Save

~ | |Y+ E-mail id (Mom) i

~ | |Select Instance ~

Jitter I

jul

| £:) Weka : Instance info - O

Instance: 2
Enroll No:
name:
Company Name :
project guide:
Phone No:
E-mail id:
Flatform:

Class o

Flot : Master Plot

26.0

piyush

Lithent techologies
Missing
9.71660565E9

pivushbukaria02é@gmail . com

Java

Buby on BRails jawva

2. Rectangle: You can create a rectangle by dragging it around the points.



@] Weka Explorern: Visualizing & semn stu project list.arff

X: Enroll Mo (Mum) ~ | | ¥z E-mail id (Mom)

Colour: Platform {Mom)

~ | |Rectangle

Reset | Clear ” Open ” Save Select Instance

Polygon
Plot:6 sem stu project list.arff Polyline
jul

Class colour

PBuby on Rails java

@] Weka Explorer: Visualizing 6 sem stu project list.arff

¥: Enroll Mo (Num) ~ || Y E-mail id (Mam)

Colour: Platform (Nom)

~ | |Rectangle
Submit ” Clear || Open || Save
Plot:6 sem stu project list.arff
M
n

Class colour

Jitter I




3. Polygon: You can select several points by building a free-form polygon. Left-click on the
graph to add vertices to the polygon and right-click to complete it.
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4. Polyline: To distinguish the points on one side from the once on another, you can build a

polyline. Left-click on the graph to add vertices to the polyline and right-click to finish.
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